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Abstract 

Background The high mortality rate of COVID-19 makes it necessary to seek early identification of high-risk patients 
with poor prognoses. Although the association between CT-SS and mortality of COVID-19 patients was reported, its 
prognosis significance in combination with other prognostic parameters was not evaluated yet.

Methods This retrospective single-center study reviewed a total of 6854 suspected patients referred to Imam 
Khomeini hospital, Ilam city, west of Iran, from February 9, 2020 to December 20, 2020. The prognostic performances 
of k-Nearest Neighbors (kNN), Multilayer Perceptron (MLP), Support Vector Machine (SVM), and J48 decision tree algo-
rithms were evaluated based on the most important and relevant predictors. The metrics derived from the confusion 
matrix were used to determine the performance of the ML models.

Results After applying exclusion criteria, 815 hospitalized cases were entered into the study. Of these, 447(54.85%) 
were male and the mean (± SD) age of participants was 57.22(± 16.76) years. The results showed that the perfor-
mances of the ML algorithms were improved when they are fed by the dataset with CT-SS data. The kNN model with 
an accuracy of 94.1%, sensitivity of 100. 0%, precision of 89.5%, specificity of 88.3%, and AUC around 97.2% had the 
best performance among the other three ML techniques.

Conclusions The integration of CT-SS data with demographics, risk factors, clinical manifestations, and laboratory 
parameters improved the prognostic performances of the ML algorithms. An ML model with a comprehensive collec-
tion of predictors could identify high-risk patients more efficiently and lead to the optimal use of hospital resources.

Keywords Chest CT severity score, COVID-19, CT-SS, Machine learning, Mortality prediction

Background
Coronavirus disease 2019 (COVID-19) is a life-threat-
ening infection caused by severe acute respiratory syn-
drome coronavirus 2 (SARS-CoV-2) [1]. Despite all the 
preventive and lockdown measures taken by govern-
ments, the COVID-19 outbreak continues to spread 
aggressively worldwide and an exponential daily increas-
ing number of infected cases is reported. The complex 
and highly contagious nature of COVID-19 has made 
this infection a serious global health concern and a nota-
ble pandemic [2–5]. The clinical outcomes of COVID-19 
range from asymptomatic, mild or moderate symptoms 
to serious complications and death in some cases [6].
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This virus has made a tremendous impact on the health 
status of people all over the world and caused a signifi-
cant number of deaths. Approximately 20% of COVID-
19 patients need to be hospitalized [7] and the pooled 
case fatality rate (CFR) of these patients is 13%. While, 
CFR in patients admitted in intensive care unit (ICU) 
would be 37.0% [8]. The high mortality rate of COVID-
19 particularly for elderly populations and patients with 
underlying comorbidities including cardiopulmonary 
diseases, cancer, hypertension, diabetes, and low immune 
functions makes it necessary to seek early identification 
of high-risk patients with poor prognoses. Due to the 
unpredictability of the disease behavior and courses, the 
prognosis of disease progression in hospitalized patients 
and the identification of patients prone to rapid deterio-
ration is a challenging clinical problem. Clinicians and 
health policymakers have commonly used predictions 
made by different statistical models to deal with these 
challenges [9, 10]. As a good alternative, artificial intel-
ligence (AI) may be a helpful tool to identify patients with 
high-risk of mortality. AI is a noninvasive digital technol-
ogy that can facilitate accurate and timely identification 
of high-risk patients. Machine learning (ML) is a subset 
of AI that looks for hidden and previously unknown pat-
terns from large sets of data [11]. In the prior studies, 
ML-based models were evaluated to predict the risk of 
patient deterioration and death. These studies mainly 
used demographics, risk factors, clinical manifestations, 
and laboratory results [12–15]. In recent meta-analysis 
studies, it was shown that chest computed tomography 
severity score (CT-SS) is an appropriate prognostic factor 
for mortality prediction in COVID-19 patients [16, 17]. 
Therefore, it might improve the prognostic performances 
of the ML algorithms for predicting clinical outcomes of 
patients with COVID-19 pneumonia. In this study, we 
evaluated the prognostic significance of CT-SS in the 
mortality prediction of COVID-19 patients using the 
selected well-known ML algorithms. The prognostic per-
formances of four ML algorithms including kNN, MLP, 
SVM, and J48 decision tree algorithms are assessed in the 
presence and absence of CT-SS data.

Methods
Dataset description
This retrospective single-center study was conducted in 
2022 to predict mortality in COVID-19 patients based 
on four popular ML algorithms. This study reviewed a 
hospital-based COVID-19 registry database from Imam 
Khomeini hospital, Ilam city, west of Iran, from Febru-
ary 9, 2020 to December 20, 2020. During this period, 
a total of 6854 suspected cases were referred to Imam 
Khomeini Hospital’s ambulatory and emergency depart-
ments (EDs), of whom 1853 cases were introduced as 

positive RT-PCR COVID-19, 2472 as negative, and 2529 
as unknown. Only the patients with positive RT-PCR 
tests were included in the study (Fig. 1).

The included cases were linked to 55 primary features 
in six main classes including patient’s demographics (five 
features), clinical pictures (14 features), history of per-
sonal diseases/comorbidity (seven features), laboratory 
results (26 features), CT-SS (one feature), and an output 
variable (0: survived and 1: deceased) (see Table 1).

The severity of the pulmonary involvement for each 
patient was evaluated using the chest CT score. Five lung 
lobes were visually scored as 0 (no involvement), 1 (less 
than 5% involvement), 2 (5%–25% involvement), 3 (26%–
49% involvement), 4 (50%– 75% involvement), and 5 
(50%– 75% involvement). The sum of these scores yielded 
the total CT-SS ranging from 0 to 25. Two radiologists 
separately reviewed all CT images. Any disagreements 
were resolved through consulting with an attending radi-
ologist with 23 years of experience.

Data pre‑processing
In the data mining process, the use of raw data reduces 
the efficiencies of the algorithms and the achieved 
results would have poor qualities. The refined informa-
tion extracted from the raw data considerably improves 
the model’s ability to learn. Therefore, the data pre-pro-
cessing would be a crucial step before the training of 
the model. This approach resolves inconsistencies and 
addresses irrelevant, redundant, and unreliable data [18].

In this study, the incomplete records with many miss-
ing values (more than 70%) were excluded from the data-
set. Noisy and abnormal values, errors, and meaningless 

Fig. 1 Flowchart describing patient selection
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data were checked by two authors (MB and SSZ). The 
missing cells of continuous and discrete variables were 
imputed by mean and mode values, respectively.

The schematic of the study inclusion and exclusion 
criteria is shown in Fig. 1. The final sample size was 815 
COVID-19 patients. The refined dataset is significantly 
imbalanced in terms of the number of records in out-
come classes. It contains 707 and 108 cases in the alive 
and death classes, respectively. This problem would cause 
delivering results biased toward the dominant class. In 
this study, the synthetic minority over-sampling tech-
nique (SMOTE) method was used to deal with the unbal-
anced dataset (https:// imbal anced- learn. org/ stable/).

Feature selection
The feature selection process is a beneficial statistical 
method commonly used in forecasting, pattern recog-
nition, and classification modeling for determining the 
most important variables highly correlated with the tar-
get variable [19].

This statistical approach prevents overfitting of the data 
mining algorithms, results in better classification of the 
data and evaluation of fewer numbers of variables for 
work simplification [20]. In this study, the independence 
test of Chi-square was used for weighting the features 
based on their importance in the mortality prediction of 
COVID-19 patients. The Chi-square coefficient was cal-
culated by the following equation:

where Oi and Ei are the observed and expected variables, 
respectively. The SPSS software (version 23) was used to 
determine the importance of the variables for mortality 
prediction of COVID-19 patients. In this study, P < 0.01 
was regarded as the significant level.

Model development
In this study, four well-known ML classification methods 
including kNN, MLP, SVM, and J48 decision tree algo-
rithms were used to predict the mortality of the patient 
with confirmed COVID-19. These algorithms were 
implemented using Waikato Environment for Knowl-
edge Analysis (Weka) software (version 3.9.2, University 
of Waikato, New Zealand). In the performance evalua-
tion of the developed classifiers, tenfold cross-validation 
method was used. In this approach, the data set would 
be divided into ten subsets and all models run ten times. 
Each time, one subset was considered as test data and the 
remaining nine subsets would be training datasets. The 
results of these ten evaluations are mixed to render the 
performance metrics. Therefore, tenfold cross-validation 

(1)x
2
=

(Oi − Ei)
2

Ei

method would be a preferred technique due to its rela-
tively low-level bias and variation. The performances of 
these classification algorithms were determined in terms 
of accuracy, precision, sensitivity, specificity, F-measure, 
and area under the ROC curve (AUC).

ML algorithms were applied to datasets with and 
without CT-SS data to determine the prognostic signifi-
cance of CT-SS in the mortality prediction of COVID-19 
patients.

Ethical considerations
This study was approved by the medical ethical commit-
tee (approved number: IR.MEDILAM.REC.1401.255). 
The unique identifying information of the patients was 
concealed to protect the privacy and confidentiality of 
the patients.

Results
A total of 6854 suspected patients was registered in the 
Ilam CoV registry database. After applying exclusion 
criteria including negative RT-PCR COVID-19 test, 
age lower than 18  years old, discharged or death from 
the emergency department, missing data more than 
70%, noisy and abnormal values, unknown dispositions, 
and lack of laboratory or CT-SS data, 815 hospitalized 
cases were entered into the study. Of these, 447(54.85%) 
were male and the mean (± SD) age of participants was 
57.22(± 16.76) years. Out of 815 included patients, 707 
patients recovered and 108 (13.3%) deceased. The num-
ber of records in the deceased class was raised to 707 
after balancing the dataset.

Feature selection
After utilizing the independence test of Chi-square to 
determine the importance of the variables for the mor-
tality prediction of COVID-19 patients, 27 predictors 
were chosen as the most important and relevant features. 
The list of the most important variables and results of 
the independence test of Chi-square are demonstrated 
in Table 1. These features were used as the inputs for all 
ML algorithms. These features included demographics, 
risk factors, clinical manifestations, laboratory tests, and 
imaging results.

Evaluation of the developed models
In this study, the predictive models were built using four 
well-known ML algorithms including kNN, MLP, SVM, 
and J48 decision tree. The subsets of features selected 
using the independence test of Chi-square were used to 
develop COVID-19 mortality prediction models. The 
ML algorithms were separately trained using the data-
sets with and without CT-SS data. The performances of 
these models were evaluated using sensitivity, specificity, 

https://imbalanced-learn.org/stable/
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accuracy, precision, F-measure, and AUC metrics. The 
results of the performance evaluation for the developed 
models using the datasets with and without CT-SS data 
are listed in Table  2. The results showed that the kNN 
algorithm yielded better performance to predict the mor-
tality of COVID-19 patients than other ML algorithms. 
Sensitivity, specificity, accuracy, precision, F-Measure, 
and AUC of the kNN algorithm fed by the dataset with-
out CT-SS data were 100.0%, 87.0%, 93.5%, 88.5%, 93.9%, 
and 97.5%, respectively. For the dataset with CT-SS 
data, the kNN algorithm reached 100.0% sensitivity, 
88.3% specificity, 94.1% accuracy, 89.5% precision, 94.5% 
F-Measure, and an AUC of 97.2%.

Figure  2 depicts the ROC curves for the selected ML 
algorithms fed by the datasets with and without CT-SS 
data, separately.

The results showed that the performances of the algo-
rithms were improved when they are fed by the dataset 
with CT-SS data.

Discussion
During the major outbreak of COVID-19, a timely and 
accurate prognosis of disease progression and clinical 
outcomes of patients could provide better guidelines for 
the management of the disease. An efficient predictive 
model to identify high-risk patients could have a cru-
cial role in risk stratification for the allocation of finite 
resources and improved patient survival probability. For 
appropriate preparedness against this global pandemic, 
new technologies and AI-based solutions have been 
suggested for diagnostic, screening, monitoring, and 
prognostic goals. In these studies, various models were 
evaluated and the most relevant predictive parameters 
were reported [21–27].

CT-SS is a promising prognostic factor for mortality 
prediction in COVID-19 patients that evaluate the sever-
ity and extent of pulmonary involvement. A recent meta-
analysis study showed that CT-SS index with and without 
an optimal cutoff was positively associated with mor-
tality of COVID-19 patients (OR 7.124; 95% CI 5.307–
9.563 and OR 1.244; 95% CI 1.157–1.337, respectively) 
[17]. Sensitivity, specificity, and AUC of this predictive 
parameter were 0.67 (95%CI: 0.59–0.75), 0.79 (95%CI: 
0.74–0.84), and 0.8248, respectively [16]. Although the 
association between CT-SS and mortality of COVID-19 
patients was reported [16, 17], its prognosis significance 
in combination with other prognostic parameters was not 
evaluated yet. Therefore, in this study, kNN, MLP, SVM, 
and J48 decision tree algorithms were developed based 
on the most relevant features in determining the risk of 
COVID-19 mortality. The prognostic importance of the 
parameters in the mortality prediction of COVID-19 

patients was determined using the independence test of 
Chi-square. Some features such as age, cough, underlying 
disease, serum creatinine, and CT-SS were of the high-
est importance. Relevant predictors of deterioration and 
mortality risks of COVID-19 patients were also reported 
by several studies [9, 10, 12, 13, 28–39]. The most relevant 
predictive features reported by these studies are similar 
to our findings. On the other hand, some features such 
as smoking, alcohol consumption, drug addiction, plate-
let count, and alanine aminotransferase (ALT) had a low 
weight of significance in predicting COVID-19 mortality. 
It should be noted that these variables with the lowest 
significance in predicting COVID-19 mortality are con-
sistent with those reported by the study of Moulaei et al. 
[15]. Although these factors have a considerable clinical 
role in the success of treatment, many of these features 
can be ignored in the ML approach and poor outcomes 
of the infected patients could be efficiently predicted with 
fewer factors.

In the next step, the prognostic performances of the 
selected ML models were evaluated based on a dataset 
of laboratory-confirmed COVID-19 hospitalized patients 
with and without CT-SS data. The results showed that 
the integration of CT-SS data with demographics, risk 
factors, clinical manifestations, and laboratory param-
eters improved the prognostic performances of the ML 
models. Also, the kNN model had the best performance 
among the other three ML techniques with the accuracy 
of 94.1%, sensitivity of 100.0%, precision of 89.5%, speci-
ficity of 88.3%, and AUC around 97.2%. MLP and J48 
decision tree models had a good prediction performance 
(AUCs > 93%), and their prognostic efficiency was better 
than the SVM model.

In several studies, ML techniques were evaluated in 
predicting mortality of the COVID-19 patients. In Mou-
laei et  al. study [14], J48 decision tree, MLP, kNN, ran-
dom forest (RF), and SVM data mining models were 
evaluated to predict the mortality of Covid-19 patients. 
Sixteen factors including demographics, risk factors, and 
clinical manifestations were used to predict the mortal-
ity of COVID-19 patients. The retrospective analysis of 
the data of 850 COVID-19 hospitalized patients showed 
that all ML algorithms have an acceptable prognostic 
performance (AUCs > 96%). RF model showed a slightly 
better performance and SVM was the weakest method 
in predicting mortality. In a similar paper conducted by 
Moulaei K et  al. [15], mortality prediction of seven ML 
algorithms including the J48 decision tree, RF, kNN, MLP, 
Naïve Bayes (NB), eXtreme gradient boosting (XGBoost), 
and logistic regression (LR) models were evaluated. The 
results of this study had also shown that the RF model 
with the accuracy of 95.03%, sensitivity of 90.70%, 
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precision of 94.23%, specificity of 95.10%, and AUC of 
99.02 had better performance than other ML algorithms. 
In both studies, after the random forest model, kNN, 
MLP, and J48 decision tree algorithms had, respectively, 
the best prognostic performances. Their results were in 
close agreement with our findings.

In another study, the performances of LR, RF, SVM, 
and XGBoost algorithms for mortality prediction of 
COVID-19 patients were evaluated by Yadaw et al. [13]. 
In this study, data of 3841 confirmed COVID-19 patients 
(demographics, risk factors, and clinical manifestations) 
were analyzed and the results showed that the XGBoost 
algorithm with AUC of 91% was the best predictive 
model among all the models. In Gao et  al. study [12], 

the retrospective analysis of 2520 COVID-19 hospital-
ized patients demonstrated that the model developed by 
the neural network (NN) had better performance in pre-
dicting COVID-19 patient’s physiological deterioration 
and death than LR, SVM, and gradient boosted decision 
tree(AUC = 97.60%).

These studies showed that the ML approach can help 
healthcare providers, clinicians, and health policymak-
ers to timely predict the deterioration of the patient’s 
condition and reduce the severe complications and the 
resulting mortalities. The integration of CT-SS data with 
demographics, risk factors, clinical manifestations, and 
laboratory parameters would improve the performances 
of the ML models for mortality prediction of COVID-19 

Fig. 2 ROC curves for ML algorithms fed by the datasets with and without CT-SS data
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patients and increase the survival rate of the patients. An 
ML model with this comprehensive collection of predic-
tors could identify high-risk patients more efficiently and 
lead to the optimal use of hospital resources.

Limitations
This study had several limitations that must be addressed. 
(1) There were irregularities and imbalances in the reg-
istered data. Thus, noise and inadequate records were 
eliminated as much as possible. (2) As was mentioned, 
there were significantly higher numbers of records in the 
survived group than in the dead class (108 vs. 707). To 
solve this problem, SMOTE was used to minimize the 
bias via class balancing. (3) Unlike the prior studies in 
which there is a lack of radiological and imaging indica-
tors; in this study, CT-SS data were used along with the 
demographics, risk factors, clinical manifestations, and 
laboratory results. Therefore, a more comprehensive col-
lection of features was achieved that could enhance the 
prognostic performances of the models. (4) This is a ret-
rospective single-center study that was conducted using 
the database collected at a designated referral hospi-
tal to deliver special healthcare services for COVID- 19 
patients. Further studies need to be carried out with 
bigger and multicenter databases to perform the exter-
nal validation of the proposed model. (5) In this study, 
clinical variables available at the initial time of admission 
were used to predict the mortality of COVID-19 patients. 
The time span from infection to admission that would 
affect the features was unclear. The evaluation of dynamic 
variations in the features could help for more efficient 
identification of patients with poor outcomes. 6) The 
prognostic performances of four well-known ML algo-
rithms were evaluated. In the future, the performance 
accuracy of algorithms other than these algorithms 
would be compared to determine the best model to pre-
dict the mortality of COVID-19 patients.

Conclusions
In this study, we evaluated the prognostic significance of 
CT-SS in the mortality prediction of COVID-19 patients 
using four well-known ML algorithms including kNN, 
MLP, SVM, and J48 decision tree algorithms in the pres-
ence and absence of CT-SS data. The results showed that 
the performances of the algorithms were improved when 
they are fed by the dataset with CT-SS data and the kNN 
algorithm yielded better performance to predict the mor-
tality of COVID-19 patients than other ML algorithms. 
An ML model with a comprehensive collection of predic-
tors could identify high-risk patients more efficiently and 
lead to the optimal use of hospital resources. This optimal 

predictive approach can help healthcare providers, clini-
cians, and health policymakers to timely predict the dete-
rioration of the patient’s condition and reduce the severe 
complications and the resulting mortalities.
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